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Abstract
We study the existence and uniqueness of solutions to the vector field Peierls—
Nabarro (PN) model for curved dislocations in a transversely isotropic medium.
Under suitable assumptions for the misfit potential on the slip plane, we reduce
the 3D PN model to a nonlocal scalar Ginzburg—Landau equation. For a par-
ticular range of elastic coefficients, the nonlocal scalar equation with explicit
nonlocal positive kernel is derived. We prove that any stable steady solution
has a one-dimensional profile. As a result, we obtain that solutions to the
scalar equation, as well as the original 3D system, are characterized as a one-
parameter family of straight dislocations. This paper generalizes results found
previously for the full isotropic case to an anisotropic setting.
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1. Introduction

The Peierls—Nabarro (PN) model plays a fundamental role in describing dislocations or line
defects in materials. Analysis of the model provides further insight on the design of new mater-
ials with desirable atomistic properties. The vectorial PN model is a nonlinear model that
describes the core structure of the dislocation by incorporating the atomistic effect in the dis-
location core into the continuum elastic model [14, 18]. As the most common line defects in
materials [12, 21], the core structures of dislocations are fundamental problems for studying
the stability of material structure and the minimum energy barrier for plastic deformations.
Particularly for general anisotropic materials, the stationary dislocation core profile and its
rigidity is a central problem. The existence and rigidity properties of dislocation profiles to the
vectorial PN model for fully isotropic elastic media has been explored recently in [4, 6, 7]. In
this paper, we investigate analogous questions for an anisotropic constitutive medium. In par-
ticular, we find the range of parameters in the anisotropic constitutive relation for which the sta-
tionary solution to the vectorial PN model is a one-dimensional profile given by a proper one-
dimensional scalar nonlocal Ginzburg-Landau equation with an explicitly computed kernel.

In the three-dimensional PN model for the displacement vector u = (uy,us,u3), two half-
spaces separated by the slip plane of a dislocation are assumed to be linear elastic continua
described by Hooke’s law. Here the slip plane is assumed to be a fixed plane I', where the
horizontal displacement discontinuity (known as disregistry) happens. The two elastic continua
are connected by a nonlinear atomistic potential force across the slip plane, which results in a
boundary stress nonlinearly depending on the disregistry across the slip plane. The direction
and magnitude of the above disregistry due to the dislocation are characterized by the Burgers
vector b. The magnitude of the Burgers vector represents the typical length to observe a heavily
distorted region in the dislocation core. Hence it is natural to rescale all the quantities including
spatial variables x;,x,,x3, the displacement vector u = (u;,u,,u3) and b with respect to the
magnitude of the Burgers vector. After rescaling, we regard all these quantities (with the same
notations) as dimensionless and regard the magnitude of the Burgers vector as 4. This means,
after some symmetric assumption on the upper/lower elastic bulk, the disregistry at far field in
the shear direction yields the bi-states far field condition +-1; see [4, 6, 7, 21]

In this work the elastic media are transversely isotropic; the stress—strain response of the
material is isotropic about an axis normal to the transverse, or basal, plane. The stiffness tensor
for transversely isotropic media is uniquely determined by five independent elastic coeffi-
cients, see (2.3) below. We compute the Dirichlet-to-Neumann map associated to the bulk
constitutive law in the two half-spaces separated by the slip plane in order to reduce the 3D
model to a strongly-coupled 2D nonlocal system. Because of the anisotropy of the media,
different slip planes I' result in different forms of reduced models. In this work we treat two
different orientations of the slip plane. The first case is when I is oriented perpendicular to the
plane of isotropy, and the second case is when I" and the plane of isotropy are parallel; see the
illustrations in figures 1 and 2.

The nonlinear misfit potential W, defined on the slip plane, creates the boundary stress due
to the dislocation disregistry across the slip plane. In each case, we assume that W depends
only on the displacement disregistry in a single direction, and that W is a periodic/double well
potential in that one variable. This assumption permits further reduction of the 2D system
to a nonlocal scalar Ginzburg—Landau equation. We compute the exact expression for this
integro-differential operator, and find the range of elastic coefficients for which the kernel of
the integro-differential operator is positive. The positivity of the kernel allows us to apply the
program that was carried out in [4] to establish the existence and rigidity of minimizers to the
PN model in the case of full isotropy. We conclude that the scalar Ginzburg—Landau equation
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Figure 1. The slipe plane oriented perpendicular to the plane of isotropy.

Figure 2. The slipe plane oriented parallel to the plane of isotropy.

has a unique (up to translation and rotation) solution with a 1D profile. We then follow the
elastic extension procedures in [6, 7] to conclude the well-posedness of the full 3D PN system.

Again because of the anisotropy of the full 3D media, assuming different directions for the
dependence on W leads to different reduced 1D equations. In case I, when I' is perpendicular
to the plane of isotropy and W = W(u;) depends only on the in-plane-of-isotropy direction of

3
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the displacement, the reduced 2D operator is highly-anisotropic, in the sense that its Fourier
symbol is characterized by more than three distinct frequency magnitudes. In case II, when I"
is perpendicular to the plane of isotropy and W = W(u3) depends only on the out-of-plane-of-
isotropy direction of the displacement, the reduced 2D operator is anisotropic but depends on
three frequency magnitudes. In case III, when T is parallel to the plane of isotropy, the res-
ulting disregistry depends only on the reference configuration in the plane of isotropy, i.e. the
reduced 2D model closely resembles its analogue in the fully isotropic case. This 2D model
is itself isotropic, and so choosing W to depend on either direction of the displacement res-
ults in equivalent models. Our results in these three cases are summarized in three theorems
respectively: propositions 2.4, 2.5 and 5.2.

In the context of materials science, our results say that, for a certain set of elastic stiff-
ness tensors, and if the misfit potential depends only on the shear displacement relative to I,
then the equilibrium dislocation profile depends only on shear displacements in the slip plane.
Moreover, this unique (up to translations) shear displacement is a strictly monotonic 1D profile
that connects two stable states at far fields.

The proofs rely on the local BV estimates originally developed in [2] to study the quant-
itative flatness of nonlocal minimal surfaces. In [4, theorem 4.6], the authors use the flatness
estimate for the scalar solution of the nonlocal differential equation by combining the interior
BV estimate and a sharp interpolation inequality in [2, 5, 11, 19]. The crucial ingredients are
the explicit properties for the kernel representation of the nonlocal operator. To be precise,
the nonlocal kernel needs to be homogeneous with respect to dilations, strictly positive, and
have good decay estimates; see [2, 3, 6, 11]. Taking into account the transverse anisotropy of
the materials, for each of the three cases described above, we will take a specific range of the
five elastic constants so that we have the desired properties of the kernel K that describes the
scalar nonlocal operator. We use these properties along with [4, theorem 4.6] to obtain that
any bounded stable solution to the reduced scalar nonlocal equation in two dimensions has
a 1D profile. For other methods on the rigidity property for nonlocal Allen—Cahn equations,
we refer to [6, theorem 2] for using estimates of the spectrum of a linear operator and refer to
[1] for using a Liouville-type theorem for the original local equation. With the obtained rigid-
ity result and the explicit kernel representation for the one-dimensional nonlocal Allen—Cahn
equation reduced from the 3D vectorial dislocation model, one can further explore the long
time behaviour of dislocations using maximum principles for the nonlocal operator. We leave
this for a future work and refer to the methods in [8, 9, 15, 16] in the case of isotropy.

The PN model for transversely anisotropic media is a generalization of the PN model for
full isotropic media. Indeed, each result in this paper has a corresponding result for the PN
model in the full isotropic setting by making a particular choice of elastic coefficients; we
illustrate this in remarks throughout the paper. In particular, many of the results characterizing
the 2D and 1D nonlocal operators studied in [4, 6, 7] can be recovered from their analogous
statements in this work. At the same time, in cases I and II we make some special choices of
elastic coefficients so that the reduced model can be analysed relatively easily, but the question
of whether the results in this work hold for a general choice of coefficients that, for instance,
do not satisfy (2.11) below, is open. Our techniques become more difficult to use in the general
case; in fact we have not been able to find an expression for the kernel K in the reduced scalar
nonlocal operator for cases beyond those considered in this work.

The paper is organized as follows: in the next section we specify notation and necessary
technical lemmas. In section 2 we define the 3D PN model in the case that I is perpendicular to
the plane of isotropy and calculate the reduced 2D model via the Dirichlet-to-Neumann map.
Section 3 contains the computation and properties of the further reduced 1D nonlocal model
in the case that W depends only on u;, and section 4 contains the same in the case that W

4
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depends only on u3. In section 5 the 3D PN model for the parallel setting is derived, and also
contains the dimension reductions, computation and properties of the scalar equation. Finally
in section 6 we conclude that, for each of the three reduced problems, bounded stable solutions
have 1D profiles, and thus complete the proof of propositions 2.4, 2.5 and 5.2.

1.1. Notation and preliminaries

For d > 2, denote the Schwarz class as .7 (R¢) and its dual as .’/ (R9), and denote the homo-
geneous Sobolev spaces (see [10]) as

H (RY) = {u e (RY) : /]R €)% i (€) [Fde < oo} .

2

The Fourier transform for L!(R?) functions v is written as

b(k)=Fvk)= [ e ™ (x)dx,
R2

with inverse denoted by

Wik)y=F v(k) = (2n)"? / e y (x) dx.

R2
Lemma1.1. Let p > 0. The integral representation of the square root of the operator (—A), :=
(=02 — pd3) acting on sufficiently smooth u : R* — R is
1/2 1 u(x—y)+ulx+y) —2u(x)

(80) ul) ==z | o

(1+3)

dy,

and the associated Fourier symbol is \/k} + pk.

See for instance [10] for the case p = 1; the proof for general p > 0 is similar.

2. Slip plane perpendicular to the plane of isotropy: the 3D model

For this section we introduce the 3D PN model for transversely anisotropic elasticity, and then
in section 2.1 we reduce it to a 2D nonlocal model via the Dirichlet-to-Neumann map. The
first two main results (propositions 2.4 and 2.5) for the case of the slip plane perpendicular to
the plane of isotropy are summarized in this section. The proofs of these two results will be
completed in section 6.

In the PN model, the two half spaces of the elastic medium are separated by the slip plane
I. Let u = (uy,up,us3) be the displacement vector. The total energy of the system is

E(u) := E¢is (u) + Enis (u) . 2.1)

The material properties of transversely isotropic materials are determined by five independent
elastic constants Cyy, C;3, C33, C44, and Cgg. These constants determine the stress—strain rela-
tion comprising the total elastic energy E.js(u) for the two half-spaces. To be precise, Eejs(u)
is defined as

1 1
Eels(ll):*/ O'Ide:*/ U,-jsijdx, (22)
2 R3\I" 2 R3\I'

5
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where ¢;; is the strain tensor
1 ..
s,jzi(ajui+8iuj), fOl"l,j,:l,Z,S, 8,» = aixi’
and o is the stress tensor in R3*3 given by

o1 =Crienn + (C]] *2C66)522+C13€337

022 = (C11 —2Ces) €11 + Cr1622 + Cr3e33,

033 = C13€11 + Cr3exn + Cxzéss, 2.3)
023 = 032 = Cy4623, .
o013 = 031 = Cy4€13,

o12 =021 = Cg6€12 -

We are using Einstein summation notation in (2.2):
3
Uijgij = E O—ijgij .
ij=1

The five elastic moduli defining o are assumed to satisfy the uniform ellipticity conditions (see
(13, 17])

0< Ces < Cyqy, C%3 < Cs3 (C“ — C@(,) s Cys > 0. 2.4)
Note that one can recover the PN model for fully isotropic media by setting
1—v v
Cii=Cy3=2up——7, Cp=2u—7, Cy=Ce=p, (2.5)
1—2v 1—-2v

where p is the shear modulus and v is the Poisson ratio.

In this first setting, I' is taken perpendicular to the plane of isotropy, that is,
['={(x1,x2,x3) : x = 0}; see figure 1. The misfit energy Ep;s(u) across the slip plane due
to atomistic reactions is therefore given by

Enis (u) ::/F'y(uf—ul_,u;r—u;)dS:/FW(uT,u;')dS,

where
uli (x1,%3) :==u; (xl,Oi,x3) fori =1,3.

We assume that the nonlinear potential W is twice differentiable with Holder-continuous deriv-
atives, i.e. W € C;“(R%R) for some a € (0,1).

The equilibrium structure of a dislocation is obtained by minimizing (2.2) subject to the
following conditions at the slip plane

ul (x1,x3) = —uy (x1,%3) ,
ui (x1,x3) = w5 (x1,x3) , (2.6)
“; (x1,x3) = —u3 (x1,x3) .

We will also consider two different scenarios for the form of W; we will treat the cases
0y, W=0 and 0,, W = 0 separately in sections 3 and 4. In the former case we assume the bi-
states far field boundary condition for u;

uf (£o0,x3) =+1 forany x; €R, 2.7)

6
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and in the latter case we assume a similar condition for u3
u;r (x1,£00) ==+1 foranyx; € R. (2.8)

We remark that the Dirichlet-type boundary condition, for instance u;(x;,x3) = +1 at x; =
+r for some fixed r, can also be considered. However, the truncated dislocation profile can
only be regarded as an approximation for the displacement profile in the entire space, since
after constant extension outside a given bounded domain, the total energy for such a truncated
dislocation profile is larger than the true minimizer defined via definition 2.2.

Formally, the elastic energy is infinite due to the slow decay rate of . We therefore define a
minimizer via perturbation. To be precise, for any ¢ € C*°(R3\ I'; R*) with compact support
in a Euclidean ball Bg(0) C R? we define the perturbed elastic energy

. 1 1
E.s (p|u) ::/ 3 (out0y): (eutep)— S0u: cudx
RA\T

= /R»*\F; ((Uso)ij(&p),-jJr (Uu)zj (&,,)ij + (U‘P)U(EU)ij) dx

‘= Lels (‘-P) + Cels (u, ‘P) )
where the cross term is defined as
1 1

Ceis (u, ) := /? ) (ou:ep+0p:en)dx= B ((Uu)ij (54p),'j + (Utp)ij (5u)lj) dx

RA\T RI\T
and oy, €y and o, €, are the stress and strain tensors corresponding to u and ¢, respectively.
We also define the perturbed misfit energy as

B (o)1= [ W+t +00) = Wt ) 0.

r

The perturbed total energy is then defined as

E(plu) := B () + Enis (o) -
Remark 2.1. Since u and u + ¢ coincide outside of Bg, the perturbed elastic energy E (¢|u)

is equivalent to the local perturbed elastic energy

1 1
= (ou+t0yp): (eutep)— 50u:eudx:=Eqs(u+ ¢;Br) — Eqis (w; Br) ,

Eu(plusBe) = [ >

B\ 2

and similarly for the misfit energy

Emis (§0|u;BR) ::/ W(”T +90T7M;— +<p;r) - W(”T7u;) ds:= Emis (u+(P§BR) _Emis (u§BR) 5
BrNI'

so that E(¢|u) is equivalent to
E(|u;Bg) := Eeis (@|0; Br) + Enmis (0|u; Br) := E (u+ 3 Bg) — E (u; Bg) .
Hence, we say that u is a local minimizer, following the convention in [7].

Definition 2.2. We call u a local minimizer of E if u satisfies

E(u+@;Bg) — E(u;Bg) >0



Nonlinearity 37 (2024) 025010 Y Gao and J M Scott

for any ¢ € C°°(R3\ I'; R*) with compact support in a Euclidean ball Bg(0) C R? satisfying
the conditions

@T (.x1,)C3) = _Spl_ (X1,.X3) 3
©F (x1,23) = @5 (x1,x3) , 2.9)
03 (x1,X3) = =5 (x1,%3) .

In order to define the Euler—Lagrange equation associated to the total energy E we need to
set some notation. We define Lu to be the second-order partial differential system

Lu:=divo, (Lu);, = Lju;, i=1,2,3,
where L with i,j =1, 2, 3, is the matrix of partial derivatives

Li1 = C11011 + Co6022 + C44033,

Ly = Ces011 + C1100 + Cy4033,

L33 = C44011 + Ca4022 + C33033,

Lys = L3y = (C13+ Cua) Os3,

L3 =L3; = (Ci3+ Cy4) 013,

Liy =Ly = (Ci1 — Ces) Or2.
Lemma 2.3. Assume that u € C*(R3\ I';R?) satisfying (2.6) and either (2.7) or (2.8) is a
local minimizer of the total energy E in the sense of definition 2.2. Then u satisfies the Euler—
Lagrange equations

Lu=0inR*\T,

01*2 +o,= 8MIW(u1+,u3+) onl,
+ _ L4 (2.10)

05405 =0,W(uf ui)onT,

0;2 —0,=00nT.
Proof. The computation is similar to its analogue in the case of fully isotropic elasticity; see
[4, appendix A] for the isotropic case. O

The analysis of the reduced models changes significantly depending on the choice of the
elastic coefficients. We leave more general cases to future works, but here we make the
choices

\ C11C33—C13—2C44:0, and C11 :C33. (211)

The first relation greatly simplifies the analysis, while the second relation further simplifies
the presentation of the results for the case of I' perpendicular to the plane of isotropy.
Our first two main results are the following:

Proposition 2.4 (case I: I" perpendicular to the plane of isotropy, 3., W = 0). Suppose that

the five elastic constants satisfy (2.4) and (2.11), and assume that the quantities

C C
13 5= =%

Vi=m———— = ,
2(Ci3+ Caa) Cyy

= Cu (2.12)

satisfy

2 V6 26—3

2
2 26-3 2 o
52 253/2—251/2+1}<”<4—5+\/52+s @13

6>0 and max{l

8
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Assume that 0,,W =0, i.e. W(u;,u3) = W(uy), and that

Wis a periodic / double-well potential in CZ’“ (R) satisfying
W) > W(E)forxe (=1,1), W' (£1)>0.

Then the system (2.10) has a unique (up to translation in the x|-direction and rotation about
the x,-axis) classical solution u : R> — R belonging to C*°(R3\ T') with u(-,x,,-) € H'(R?)
for all s > 1 and for all fixed x, # 0. Moreover, the solution is a local minimizer of E in the
sense of definition 2.2. The first component u; is the unique stable solution to (3.3) with specific
nonlocal kernel defined in (3.14) and u; has a 1D profile.

(2.14)

Proposition 2.5 (case II: T" perpendicular to the plane of isotropy, 8,, W = 0). Suppose that
the five elastic constants satisfy (2.4) and (2.11). Define the quantities p, v and 6 as in (2.12),
and define

p=02(1-v)—6(1-2v)) and q:=1-v. (2.15)
Suppose that

(v,0) €U, (2.16)
where Ut C R? is the open region enclosed by the curves v = % V= 2(%5_7_521), v=1-— %,
v= 1+46—262+\/1—82<5+2862—1663+464’ and p ='F, where ¥(q) is the smallest positive root of the
polynomial

x> —8(—14+¢)x*+8(—1+9) ¢’ +¢* (13+14g— 11¢°) x
+ (=114 14g+13¢%) * +2¢ (1 — 18+ ¢°) x*.

Assume that 0, W =0, i.e. W(uy,u3) = W(us) and that W satisfies (2.14). Then the sys-
tem (2.10) has a unique (up to translation in the x3-direction and rotation about the x;-axis)
classical solution u : R> — R? belonging to C*(R>\ ') withu(-,x2,-) € H*(R?) forall s > 1
and for all fixed x, # 0. Moreover, the solution is a local minimizer of E in the sense of defin-
ition 2.2. The third component u; is the unique stable solution to (4.2) with specific nonlocal
kernel defined in (4.7) and uz has a 1D profile.

Note that (2.11) and (2.12) imply that

1—v

1-2v’ 1-2v’
The case § = 1 corresponds to the case of isotropic elasticity, and i and v respectively corres-

pond to the shear modulus and Poisson’s ratio of an isotropic solid.
The conditions in (2.4) for uniform ellipticity are equivalent to the conditions

Cii=C=2u

Ciz=2u

Cyu=p, Ce=0u.

2 1
O<p, 0<é<4, 1_5<U<§' 2.17)

Note that § can be arbitrarily close to 0, so there is no lower bound on v; this is expected
behaviour of Poisson’s ratios in anisotropic media [20]. It is straightforward to check that
the regions in the (v,6)-plane described by (2.13) and U™ are subsets of the region defined
by (2.17).

2.1. Reduction of the 3D system to a nonlocal 2D system

We can reduce to a nonlocal 2D system that depends only on ufr and 143+ by using the relations
in (2.10) satisfied by the Dirichlet-to-Neumann maps (—o, —05,,—04,) and (015,05,,03,)

9
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for the upper and lower half-spaces respectively. We calculate this map using the Fourier trans-
form. Here, x = (x,x3) and k = (k;,k3), so that statements for the slip plane inherit the con-
ventions used for the full 3D system. We state the dimension reduction in the following lemma.

Lemma 2.6. Let C;;, Cy3, Cs3, Cyy and Cgs satisfy (2.4) and (2.11), and define u, v and 6
as in (2 12). Suppose that u satisfies (2.10) and remains bounded as |x;| — oo, and assume
that "‘1 and ug belong to the fractlonal Sobolev space H*(R?) for some s > 1/2. Then u can
be expressed entirely in terms of u] and u3 In particular, (ur,u;' ) satisfies the nonlocal

system
f(alz (k) +op, (k
.7:(032 (k) + o4, (k

2] e

i <k>] . [amww,u;)

(i)usW(ufr,u;)] onT, (2.18)

where the 2 x 2 matrix A(k) is given by

5 6(2(1—u)—6<1—;v))k%(l—u)k% aurkzlka
o . T I
A (k) = 1— ,/rl kks | Ws+(1—)(1=8))+(v8* = (1-v)(1=8)" )1 rir—vi |’ (2.19)
51‘% ri+n r%

and

ri=ri (k) :=\/kI+Kk3/6 and ry:=ry(k):=\/k}+K5. (2.20)

Note that when § = 1 the matrix A is consistent with the Fourier transform of the Dirichlet-
to-Neumann map in the setting of dislocations in fully isotropic media, see [4].

Proof. Dividing the system by Ca4, taking the Fourier transform of Lu =0 in the (x;,x3)
variables, and using (2.11) and (2.12) gives the set of three equations

_ (21(1_25)1&4—%) ity + 00xit + (21(1_25) - 5) (k1) Dty — ﬁ( iks)it; =0,

2(1— 2(1—
( u-v 5) (iky) 0oty — (6k7 +43) din + 2-v) Onlty + (1k3) Dtz =0,

1-2v 1-2v 1-2v

1 1
(k1k3)ul + T— (1k3) Ortity — (k% + sz) i3+ Otz = 0.

2v 1

This is a 3 x 3 system of second-order ODEs in x,. We solve this system in the upper and
lower half-spaces separately.
To solve this system in the upper half-space, we write it as a 6 x 6 first-order system

% aatenn] =2 stk ez

where the 6 x 6 matrix 2 depends on k, i, v and &, with boundary conditions

ﬁ(kl,k370):ﬁ+(k17k3), ﬁ(k,+00)=0

17

Thanks to the conditions (2.4) and (2.11), the characteristic polynomial of (k) has six real
nonzero roots £y (k) and +r, (k) as in (2.20), and £r, both have multiplicity 2. So the general
solution to (2.21) is an arbitrary linear combination of six terms, each of which is a product of
a (generalized) eigenvector and e where i = 1,2. The computation is straightforward.
Since u remains bounded as |x,| — oo, we exclude the solutions with positive roots from
the final solution, i.e. three of the coefficients in the linear combination are zero. The remaining
three coefficients are completely determined by the boundary conditions at x, = 0, and so the
unique solution to (2.21) has the form t(k,x;) = B (k,x;)a* (k) for x, > 0, for a 3 x 3 matrix
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BT. The form of the matrix B is determined only from the properties of the eigenvalues and
eigenvectors of 2.

In exactly a similar way, the unique solution to the system (2.21) for the lower half-space
with boundary conditions

ﬁ(k17k370):ﬁ_(k17k3)7 ﬁ(k,—OO):07

has the form a(k,x;) = B~ (k,x;)a~ forx, < 0, for some 3 x 3 matrix B~. In fact, B~ (k,x2) =
B+ (k,—x,), where Z is the complex conjugate of z.

Next, we use the slip plane boundary conditions (2.6) to see that (k,7) depends only on
lft?', 12;', and lft;r for all k € R? and all x, € R. Finally, the equation ]-'(ag'z —05)=01in(2.10)
allows us to write I:t;'_ in terms of I:t?_ and 12;' , and inserting this relation into the other two
equations involving the Dirichlet-to-Neumann map in (2.10) gives the expression (2.19) for
the matrix A(k).

O

The matrix A is positive-definite for k # 0 thanks to the uniform ellipticity conditions (2.4).
Thus by Plancherel’s identity

c! ||(M17u3)||2%(r) </F<A(k) (i, i13) , (i, it3)) dky dies < CH(M17M3)||Z%(F) :

In the next two sections we treat Cases I and II as described in the introduction. In case I, W
depends only on u1+, and in case II, W depends only on u3+ In both cases the simplification
allows us to further reduce the 2D equation to a one-dimensional problem.

3. The 1D reduced equation in the perpendicular case: 9,, W = 0

Under the assumption that W(uy,u3) = W(u;), we derive the reduced scalar equation for u;",
which is an anisotropic nonlocal Ginzburg-Landau equation. We will derive the nonlocal kernel
representation for this anisotropic nonlocal equation in proposition 3.1. Then we study the
explicit formula for the nonlocal kernel and prove the positivity of this kernel in propositions
3.4 and 3.6.

At this point, we drop the superscripts on uf u;r for simplicity. However, we retain the
index convention for the spatial and frequency variables x = (x1,x3) € R? and k = (ky,k3) €
R2. Our reduced nonlocal system reads

A(k) [Z; 83] - F [gxgxﬁﬂ onT. 3.1)

Since 0,, W = 0, we can solve for i3 in terms of #; and substitute into the remaining equation.

We obtain the one-dimensional scalar anisotropic nonlocal equation for #; in Fourier space
detA (k)
F(Luy) (ki k3) = Aul (k) = =F (W' (ur)) - (3.2)
an) (k)

Therefore, we invert the Fourier transform and obtain a new 1D nonlocal equation

Luy (x1,x3) = =W (uy (x1,x3)) ,  (x1,x3) €T,

. . (3.3)
x11—1>1:1tloou1 ()Cl,)C3)—:|:17 x3 €R,
where the nonlocal operator £ has the Fourier symbol
_ 2 ki + k3
i (k) = 2ur; (pki + 1) (3.4)

rir, — yk%

1
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with p defined in (2.15). This symbol has a ‘doubly nonlocal’ nature, consisting of products
of square roots of anisotropic symbols. Since v < 1/2 we have

2umin{1,p}ry (k) <m(k) < puC(S,v)ry(k)  forallk € R?.
We now derive the integral formulation of £ in .#(IR?). The integral formulation for £ agrees

with the Fourier inversion formula whenever the function it acts on is sufficiently smooth, for
instance u € H*(R?) N L*°(R?) for s > 1.

Proposition 3.1. Suppose that K| and K, are the unique C* solutions in R*\ {0} of the
partial differential equations

1
(6 (1=22)0f + (1+0) 0105 +3) Ky (x) = (97 +05) (O} + 05) | ———=57 | (39
(x3+6x3)
and
1
(6 (1=22) 0t + (146) 003 + 9%) K> (x) = (p0} + 0}63) <3/2> . (3.6)
X +x3)
Then the integral form of the operator L defined in (3.2) is
1
Lw(x) == | (wh—y)+w+y)=2wx)K()dy, (3.7
™ JR2

where K(x) 1= 2ud (V0K (x) + vKs (x)).

Proof. We want the denominator of m to be a local operator so that we can integrate by parts
in the half-Laplacian definition. If we rationalize the denominator, then m remains in .’ (Rz),
and the Fourier symbol becomes

my, (k)
mgy (k) ’

where the symbols m,, (k) and m,(k) are defined as

my (k) :=r; (pk% + k%) (r1r2 + l/k%)

i (k) = 26

and
my (k) == ck} + bk} + k3 with  ¢:=§ (1- V), b= (1+44). (3.3)
Here m, is a local operator, and m,, is a sum of compositions of local operators with square-root

operators.
Separate m,, into two pieces: m, = m,, | + vm, » where

my,1 =15 (pki +13) 1,
My 1= kf (pk% + k%) r.

My, 1 Mmp,2

Note that, as functions of variables k2 and k%, both and —=2 are homogeneous second-order
polynomials, hence define anisotropic biharmonic- type d1fferent1a1 operators.

Define L,, L, and L, to be the operators whose Fourier symbols are m,, mr

My 2

respectively. Therefore for any w € .7 (R?)

1/2 1/2 - -
FLow)=F (Lyo (—A%) Wt vl 50 (=) 2w ) = (1 (K) + vmy o (k) o = my (K)o
in ./ (R?), where the anisotropic fractional Laplacian has been defined in lemma 1.1.

12



Nonlinearity 37 (2024) 025010 Y Gao and J M Scott

Define L, to be the operator whose symbol is m,. By using a cutoff function near the origin
and using the dominated convergence theorem, we may assume that w vanishes near the origin.

Now define v € .7 (R?) by w = Lyv. Thus $ = ﬁ(k) So, we have

Lw:=2ud (Lyw~+vLow)

1/2

=246 ((Aé) LoiLy'w+ V(A)l/zL,,,zL;‘w>
1/2

= 2/M5 ((—A(;) Ln}1V+ I/(—A)l/an,zv> .

Treat £, and £, separately. By the representation formula in lemma 1.1

Vo [ (Lna) v (=) + Lng), v (2 +y) — 2 (L) v (¥)

Liw(x) = T an Ju (y%7—|—5y§)3/2 dy
VB ), () vl = (S i 04 (0))))

Here we are using multi-index notation: a = (aj,a3) € N3, |a| = aj + a3, a! = a;las!, y* =
lal . . . .
¥i'y§', and D(x) = #v(x). Now integrating by parts (we can use integration by parts
o U]
here without difficulty by using the P.V. definition of the integral operator and observe that the

boundary term — 0 as the P.V. limit is taken),

Liw (x)

-0 (v(x—y)+v(x+y)— > o (Y”+<—y>“)) (Ln1), <(1)3/z) -

4r Jwe Jal<4 ¥ +6y3

Since K (y) satisfies

1
LdKl (y) :Ln,l (32> )
(0% +013)"

integrating by parts again gives

e =32 [ Lot ot - 3 20 o )| a0
la)<a
:_47\/3 () | vy Friedy) = ) Da:!(x) (4 (=2)) | Ki (v) dy
lal<4
_ ,47\/5 5 ((La)v(x —y) + (La)xv(x+y) — 2(La)v(x)) K1 (y) dy
Ve

= [ wh=y) Hwlxty) =2wx) Ki(y)dy.
i R?

13
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We treat £, the same way:

1 (Ln,Z)XV(xfy)jL(L11,2)Xv(x+y)72(Ln,2)xv(x)

EZW (x> =T 3/2 dy

o Jwe (03 +%)"

Dv(x) (. a a (39)
o a2, (vE =) vl y) = D 2 (0 + (-9))) )
T ar 32 o

o e (013"
Integrating by parts,
Low (x)

Since K, (y) satisfies

1
LiK> (y) = Lnp <32> ;
(03 +1%)"

integrating by parts again results in

1 D% (x)

Low(x) ==~ . v(x—y)+V(x+y)—|2<:6 0 "+ (=) | (La), K2 () dy
:‘ﬁ Ly [ vy vlety) - ZDaZ!(x) O+ (=9)) | K2 () dy
lal <6
- —ﬁ | (L) (=) + Loy (et y) =2 (La), v (x)) Kaly) dy
_ ,‘% (wx—y)+wx+y) —2w(x)) K (y)dy.
T JRr2

3.1. The formula for the kernel

We now find the formula for the nonlocal kernel K in (3.7) by solving the PDEs for K (x) and
Kz (x ) .

Lemma 3.2. Let p, § and v satisfy (2.17), define p and q as in (2.15), and define b and c as
in (3.8). Then there exists a solution K; to the equation (3.5) given by

Ax1? 4 Bx]%x3 + Cx¥xd + Dx8x§ + Ex{x§ + Fxixl? + Gx!?

K] ()C],X3): 5 (310)

(2 +062) (xt + b2 + ox2)’

14
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where
—2b+35+2p+2
A=,
3(2b* —2b(5+p+1) —4c+35+30p+4p)
= ; ,
 9b?6+6¢(3b—56—4p —4) —6b (5% + 5+ 6p — p) +306(26 +20p + 11p)
— : ,
D— B (5(264+1)+ (6+2)p) —2b(c(—136+p+ 1)+ (5+ (6 —13)p))
= 5 (3.11)
N 20¢? —2¢ (5 (108 +23) 4 (236 + 10) p) 4 205°p
5 7
. —6¢ (b(—8%+8+3p+p) +0 (46 +45p +5p)) + 9bdp (b +26) + c* (335 + 6p + 6)

6 )
F=6b*5p—6¢(b(5+6p+p)+25p)+3c> (46 +3p+3) ,
G =c(c(26 +26p+p) —2bdp).

K is the unique solution of (3.5) in C*>*(R?\ {0}), and K, satisfies the following:

i) Ki(x) = Ki(—x), K1(px) = p73K;(x) for p> 0.
ii) |x*DK; (x)] < ﬁfor any multi-index a € N} and any x # 0.

Proof. Recall the definitions of the operators L; and L, ; from the proof of proposition 3.1.
The right-hand side of (3.5) is equal to
Py (x1,x
G (x1,x3) := 1(71%7
(x% + 5x§) 2

where P; is the fourth-degree polynomial

Py (x1,x3) := 45 (dy (v,0)x] + db (v,6) X123 + d5 (v,6)x3) , with
dy (1,8) :==8p—25(1+p)+ 6%,

d> (v,6) =6 (—12p+ 17 (1 +p) 5 — 126%)

ds(v,6) =6 (p—62(14p) +86%) .

Our guess for a solution of (3.5) is (3.10), with constants A through G to be determ-
ined. Applying L, to this ansatz, we obtain a function of the form Kj(xj,x3)=
BRCIEL); where II is a polynomial with terms x%ixg(lz_i), where i €
(346x2) 2 (x+bx3 x3+cx3)5
{0,1,...,12}. Multiplying the equation L;K;(x) = G;(x) by the denominator of this expres-
sion, we obtain a linear system of thirteen equations for the seven unknown coefficients A
through G. This linear system has a unique solution and we obtain that K is of the form (3.10)
with coefficients given by (3.11).

Properties i) and ii) for K; (x) are now apparent. Converting to polar coordinates (x,x3) =
(rcos®,rsinf), the equation (3.5) becomes a fourth-order ODE in @ after multiplying by r!!,
with coefficients that are polynomials in sin(6) and cos(#) with bounded right-hand side. We
have the existence and uniqueness of a solution to this ODE with m-periodic boundary con-
ditions on its derivatives up to order 3, and since we have also shown that K is smooth away
from the origin, we deduce that K is unique. O
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Lemma 3.3. Let u, 6 and v satisfy (2.17). Define p and q as in (2.15), and define b and c as
in (3.8). Then there exists a solution K, to the equation (3.6) given by

Ax}? + Bx19x3 + Cx8x§ + Dx§a§ + Ex{xd + Fxdxl? + Gxl?

K (x1,x3) = (3.12)

(33 +8)" (xf + b3 + )’
where
A=2,
B=—6b+12p+9,
C=6b(p—1)—24c+33p+6,
D=0b*—2b(c+1)+2(b+13)bp —20cp — 46¢ +20p, (3.13)
E=—6¢((b+5)p+b+4)+9(b+2)p+6c*,
F=6b’p—6bc(p+1)+3c(3c—4p),
G=c(c(p+2)—2bp).
K is the unique solution of (3.6) in C°*(R?\ {0}), and K satisfies the following:

i) Ky(x) = Ka(—x), Ka(px) = p=3Ky(x) for p> 0.
ii) |[x*DK,(x)| < ‘x% for any multi-index a € N} and any x # 0.

Proof. The right-hand side of (3.6) is equal to

P> (x1,x
G (x1,x3) := 2(7131,
()"
where P; is a fourth-degree polynomial defined as
P (x1,x3) 1= 45 ((8p — 2)x1 + (17 = 12p) ¥ix3 + (p = 2) x3) -

Our guess for a solution of (3.6) is (3.12). In exactly the same way, we apply L, to this ansatz

and obtain a function of the form K (x,x3) = 1 (x1.,%5) , where IT is a polynomial
(x% +x§) 2 (x‘l‘+bxfx§+cx§)5

with terms x21x2">™ where i € {0, 1,...,12}. Multiplying the equation LK, (x) = G,(x) by

the denominator of this expression, we obtain a linear system of thirteen equations for the
seven unknown coefficients A through G. This linear system also has a unique solution, and
we obtain that K is of the form (3.12) with A through G given by (3.13). O

In summary, we have
Proposition 3.4. The kernel function K : R?\ {0} — R of the operator (3.7) is defined by
K(x) :=2ud (\faKl (x) + vK; (x)) . (3.14)
Here the functions Ki(x) and K,(x) are defined via (3.10)—(3.11) and (3.12)—(3.13),
respectively.

Remark 3.5. When d =1, thenp=1,b=2and ¢ = (1 +v)(1 — v), and so the formula for K
simplifies to
Azt + B35+ C4
3
2l (<1 + 423)

K(z) =2p (3.15)
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with
A=3-29, B=2(3¢-59+3), C=q(3¢-2), (3.16)

and g = 1 — v. This is exactly the kernel associated to the 1D reduced operator in the case of
isotropic elasticity [4]; see also section 5 below.

3.2. The region where K is positive

A crucial component of our analysis requires that K is positive everywhere in R? \ {0}. Below,
for case I, we compute the range of elastic coefficients for which this holds.

Proposition 3.6 (Positivity of kernel for case ). Let u, 6 and v satisfy (2.17). Define p and q
as in (2.15), and define b and c as in (3.8). Suppose also that v and ¢ satisfy (2.13). Let K(x) =
2116 (V6K (x) + vK>(x)) be the kernel for the nonlocal operator in (3.3), where functions
K (x) and K;(x) are defined via (3.10)—(3.11) and (3.12)—(3.13), respectively. Then there exist

HCs,u nCs. v
‘XP < K('x) < ‘XP .

positive constants cs,, and Cs,, depending only on 6 and v such that

Proof. Since K(px) = p~2K(x) for any p >0, we need only be concerned with the minimum
values of K on |x| = 1, i.e. the minimum values of K(cos6,sin@) for 6 € [0,7).

Based on the plots of the exact expression for K for varying v and ¢, the most likely candid-
ates for argmingg (o, ) K(cos,sinf) are § =0 and 6 = 7 /2. Therefore, the values of (v,4) for
which K(x) > 0 is at most those for which both K(1,0) > 0 and K(0,1) > 0. Plugging these
two values in gives

S(v(—20v+d6+2v—4)+1
K(1,0) = 62 (3 — dv) + 652 (4 —2) + 200, K(0,1) = 2L "(+ +1)2” )+
v—
Both of these quantities are positive exactly when v and ¢ satisfy (2.13). Because of the explicit
formula for K, we claim that (2.13) precisely describes the range of coefficients for which K

is positive. It can be checked that the boundary of figure 3 coincides numerically with the
boundary of the set {(v,0) : (2.13) is satisfied}. O

Remark 3.7 When § =1 and K is given by (3.15) and (3.16), the first derivative test applied
to 6 — K(cos0,sinf) reveals that

2 3
K (z) > 0if and only if 3<4<3,

i.e. if and only if v € (—3,3). This is the same range for v found in [4] via variation of
parameters.

The energy corresponding to (3.3) is
1
Er (l/tl) = */ (ﬁul)uldx—l— W(ul)dx, (3.17)
2 R2 R2

with Er(uy; Bg) defining the localized version. The goal now is to show existence, uniqueness,
and properties of solutions to (3.3). Thanks to the properties of K, solutions to (3.3) have a 1D
profile, which we will prove in section 6.
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1
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1

Figure 3. Plot of the numerical minima of K(cos,sin#) in the (v, d)-plane. The outer
region consists of (v,9) that satisfy (2.17). The inner region consists of the (v,4) for
which the numerical minimum of K(cos 6, sin6) is positive.

4. The 1D reduced equation in the perpendicular case: 9, W =0

Assuming that W(u;,us3) = W(us), we now derive analogously to section 3 the reduced scalar
equation for case II and then characterize the explicit form of the nonlocal kernel in proposition
4.1. Since the material is anisotropic, making the assumption that the misfit potential depends
only on it gives us a different reduced equation. If one makes this assumption, then proceeding
the same way as we did in section 3 we get an equation for i3:

detA (k) .

}'(Eu3) (kl,k3) = T(k)u3 (k) = —.F(WI (M3)) . (41)

Inverting the Fourier transform, we obtain the 1D nonlocal equation along with (2.8):

£M3(X1,X3):—W/(M3(X1,X3)), (xl,x3)€F,

lim s (x;) =£1, x €R, “4.2)
where
_ _ _ 2
F(Lus) (= 22 CQUZV) 200 2N AE) 4.3)

52U-v)—s(l—2)+(1-n)k2"

18
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This equation is similar to the 1D reduced equation in the case of isotropic elasticity. However,
neither the numerator nor denominator are Laplacian operators. Recalling the definition of p
and ¢ from (2.15), we can rewrite (4.3) as

2ury (pk3 +k3) |

= M:@ (k) . (4.4)
ki + qgk;

Note that from definition in (2.15), 0 <p <4 and 1/2 < g < oo for any v and § satisfy-

ing (2.17), so we have

Cp,p,q)~" 12 (k) < F (Lus) (k) < C(p,p,q) r2 (k) for all k € R?.

F (Lus) (k)

We use the notational conventions from section 3 (e.g. £ has nonlocal kernel K, etc) but the
explicit definitions (i.e. the expressions for £ and K) are distinct from those in section 3 unless
indicated otherwise.

Proposition 4.1. The integral form of L defined in (4.1) is
1
4 R2

where K is the unique solution in C*°(R?\ {0}) to the PDE

Lw = (Wle=y) +wlx+y) =2w(x)K(y) dy,

1
(pO7 +403) K (z) = 211 (pO} + 03) {IZP} ) (4.5)

Proof. Define L, and L, to be the operators whose symbols are m, (k) := pk%—i—k% and
my(k) == pk? + qk3 respectively. Let w € .7(IR?). By using a cutoff function near the origin
and using the dominated convergence theorem, we may assume that w vanishes near the origin.

Define v € .7 (R?) by L,v = w, so that § = mjfk) . Therefore we have

Lw=2u ((—A)l/anL;lw)

— 2 ((—A)l/anv> .

1/2

By the representation formula for (—A)'/* in lemma 1.1

2 (L) v —y) o+ (Ln) v+ y) = 2(La), v (%)

P =5 (0342 N
2 WL (e vey) - (S 5 00 ()
-/ (12+:2)" B

where we retain the multi-index convention of proposition 3.1. Now integrating by parts,

Lw (x)

. . ) 2
:_i 5 (v(x—y)+v(x+y)— > DZ!(X) 0"+ (=) )) (Ln), <(H2)3/2> dy.

la|<2

Now, since K(y) satisfies

2
LK (y) =L, <|y‘|§> (4.6)
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integrating by parts again gives

) =5 [ v = [ X 20 s o) | | k)
lal<2
o [, vy vy - | X T 00 ] | k00
] lal<2
= [ (v =9) 4 (L) v 59) = 2Ly KO
= [ ey +wley) 2w KO) .
RZ

O

Proposition 4.2 (Homogeneity and positivity of kernel for case Il). Let § and v sat-
isfy (2.17). Define p and q as in (2.15). Let the kernel K : R?\ {0} — R be defined as

A+ Bzi3 + C34 + DS
3
|2 (g2 +p23)

K(z):=2p

4.7)

with
_ 2 2 o 2 2 2
A=2pq" —2pq+q-, B=—6p q+6p°+99pq  —6pq,

4.8)
C=—6p’q+9p” +6pq° —6pq, D=p’ —2p’q+2p’.

Then K satisfies the following:

(i) K(x) = K(—x), K(px) = p~3K(x) for p>0.
(ii) |x*D°K(x)| < ﬁ for any multi-index a € N} and any x # 0.
(iii) K is the unique solution in C>(R?\ {0}) to the equation (4.5) that is homogeneous of
order —3.
(iv) Suppose that v and ¢ satisfy (2.16). Then for each (v,8) € U™ there exist positive con-
stants cs,, and Cs,, depending only on § and v such that By < K(x) < %

ER

Proof. Property (i) is obvious, and (ii) is easily derived from (i). Property (iii) can be
seen by converting to polar coordinates (x;,x3) = (rcos6,rsinf); after multiplying by r°
the equation (4.5) becomes a second-order ODE with bounded C*° coefficients in 6 with
m-periodic boundary conditions on 6 +— K(cos6,sinf). Thus there exists a unique twice-
differentiable solution, and that the solution must be K(cos#,sinf) follows from property (ii)
and from the fact that K(x) solves (4.5) in R?\ {0}.

It remains to prove property iv). Using the previous discussion, it will suffice to examine the
critical points of the function K(6) := K(cos,sin6) in the interval [0, 7/2]. Using elementary
algebra, the roots of the function X (6) in the interval [0,7 /2] are 0, 7/2, and arccos(¢),
where

2
2¢> —pq—p*++\/(p—q)" (P> +4?)
(r—aq)

20

¢ =
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In the range 0 < p < 4 and % <g< oo, (T e[-1,1] only for p > %q, and (- € [-1,1]isa
real number only for p < %q. Therefore, the equation K’(G) = 0 has exactly two solutions for

%q <p< %q, and exactly three solutions otherwise.
Therefore K(x;,x3) > 0 if and only if K(¢) > 0 if and only if

K(0)>0, K(r/2)>0, and K (arccos(¢F))>0.

Substituting directly gives the relations

2(2pq =20 +4q)

7 >0,
2(p—2q+2)
= T2 >0,
> (4.9)
(g—1) (p3+q3+ (P’ +4%) \/p2+q2) +4(1-p)pg’ 3 4
3 >0 whenp< —qgorp>—q.
2p(g—p)q 4 3

The region U™ is then defined by these three conditions along with the ellipticity condi-
tions (2.17). It can be seen after elementary algebraic manipulations that the first condition

. 5(5-2) : 2
gives v > 55—y and the second gives v < s s - TO see that the

third condition leads to p > 7, we use a combination of analytic and numeric justification. First,
when p > 4¢/3 it is easy to see that the expression K (arccos(¢*)) is always positive. Second,
we note that K(arccos(¢*)) < min{K(0),K(7/2)} in the region U defined by

U:={(v,9) : (2.17)is satisfied and 1/2 < ¢ < 1,p < 3q/4},

and K(arccos(¢*)) > min{K(0),K(7/2)} in the region {(v,d) : (2.17) is satisfied and 1 >
q,p < 3q/4}. Third, the conjugate

(g—1) (p3 +¢— (P’ +4*) V/p* +q2) +4(1-p)pq’
2p(q—pr)q*

is positive for all (p,q) € U.
Multiplying the third expression in (4.9) by the conjugate, we obtain a rational expression
whose denominator is positive and whose numerator is the polynomial

x> —8(—14+¢)x*+8(—1+9) ¢ +¢* (13+ 14g— 11¢°) x
+ (=114 149+ 13¢%) * +2¢ (1 — 18+ ¢°) x*.

The roots of this polynomial can be found exactly (although their analytic expressions are
cumbersome to work with) and it can be verified numerically that all four roots are real for all
(p,q) € U. Putting all these observations together, we see that K(arccos(¢*)) > 0 for (p,q) €
U exactly when p is larger than either two or all of the roots of the polynomial. The following
facts can be verified numerically: For (p,q) € U, one root is always negative. The smallest
positive root 7, as a function of ¢, defines a curve p =7 that splits the region U into two sets
(note that 7 =0 for ¢ =1). The other two positive roots are always outside the region U. In
conclusion K(arccos(¢*)) > 0 for (p,q) € U only if p > 7, and so iv) is proved. O
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Remark 4.3. When 0 = 1 the formula for K coincides with that of (3.15) and (3.16) for fully
isotropic elasticity.

Analogous to (3.17), the energy corresponding to (4.2) is
1
Er (u3) = */ (£u3)u3dx+ W(u3)dx, (4.10)
2 R2 R2

with Er(u3; Bg) defining the localized version. Just as for (3.3), analogous existence, unique-
ness, and properties of solutions to (4.2) are established in section 6.

5. Slip plane parallel to the plane of isotropy

In this section, we study case III; T" is taken parallel to the plane of isotropy, that is, I' =
{(x1,%2,x3) : x3 = 0}. We first introduce the 3D model and reduce to the 2D nonlocal system,
and then in section 5.1 we derive the scalar reduced equation in this setting. We summarize
our third result on the existence and uniqueness of the solution for case III in proposition 5.2.
We characterize the explicit form and the positivity of the corresponding nonlocal kernel in
section 5.1.

The Dirichlet-to-Neumann map and the subsequent 1D reduced equation turn out to have
forms identical to their analogues in the setting of full isotropic elasticity. The analysis of [4]
then readily applies, with one exception; the analogue of the Poisson’s ratio v here is instead a
function of the five elastic constants. The constraint on the Poisson’s ratio in the isotropic case
from [4] here describes a region in R for which the integro-differential kernel is positive. The
notation for the full 3D system and the perturbed and localized energies is retained.

Lemma 5.1. Assume thatu € C*(R*\ I'; R?), where I' = {x3 = 0} satisfies

ul (x1,%2) = —uy (x1,%2) ,
uy (x1,%) = —uy (x1,%), (5.1

ui (x1,%2) = uz (x1,%2)
and satisfies either

uf (£oo,x) =+1 foranyx, €R (5.2)
or

u;' (x1,£00) ==x1 foranyx; € R. (5.3)

Suppose additionally that u is a local minimizer of the total energy
E(u) = E¢ (u) +/ W (uf,uy) dS
r

in the sense of definition 2.2. Then u satisfies the Euler—Lagrange equations
Lu=0inR*\T,
Jfg +oz= &,IW(uf,u;) onT,
- + ot (5.4)
O3y + 0y = 8u2W(ul Uy ) onT,
0'3+3 —053=00nT.
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Proposition 5.2 (case lll: I" parallel to the plane of isotropy, 8,, W = 0). Suppose that the five
elastic constants satisfy (2.4), and suppose further that (Cy,Cs3,C13,Cas, Cs) € VT, where
Y+ C R is the region

2 3
V=14 (C11,C33,C13,Ca4,Ces) : = < mes , (.5)
3 m 2

where 1; and 1, are the real numbers defined as

N1 =24/ Ca4Cs (5.6)

and
1 Ci;sC v/C11C33 (C33 — C13) (C C
772:<C11C13C44+ 13 44Jr 11C33 (C33 213)( 44 + 13))7 (5.7)
T C33 C33
and where
- VV/C11C33 — C137/v/C11C33 + C13 4+ 2Cu4 559

2v/C33Cy

Assume that 0, W =0, i.e. W(u1,uz) = W(ua), and that W satisfies (2.14). Then the sys-
tem (5.4) has a unique (up to translation in the x;-direction and rotation about the x3-axis)
classical solution u: R3 — R? belonging to C>°(R*\ T;R?) with u(-,-,x3) € H*(R?) for all
s 2 1 and for all fixed x3 # 0. Moreover, the solution is a local minimizer of E in the sense of
definition 2.2. The second component u; is the unique stable solution to (5.13) with specific
nonlocal kernel defined in (5.15) and u, has a 1D profile.

Now we reduce the 3D system to a 2D system just as in section 2. Here x = (x1,x;) € R?
and k = (k],kg) S R2.

Lemma 5.3. Suppose that the five elastic constants satisfy (2.4). Suppose that u satisfies (5.4)
and remains bounded as |x3| — oo, and assume that ui” and u; belong to H*(R?) for some

s> 1/2. Then u can be expressed entirely in terms of uf and u2+ In particular, (uf,u;)
satisfies the nonlocal system
F (o (k) + o5 (k) if” (k) Ou W () 103")
N C =—AKk)| | =F . onT, (5.9)
F (033 (k) + 05 (k) ity (k) O W (1", uy)
where the 2 x 2 matrix A(k) is given by
k@k
A(k) :771|km+(772—771)|k|W7 (5.10)

and where 1 denotes the 2 x 2 identity matrix and (k@ k);; = k;k; for i,j = 1,2.

Proof. The proof is a straightforward computation using the process outlined in lemma 2.6.
The 2 x 2 matrix A is determined by the 6 x 6 matrix 2. The characteristic polynomial of 2((k)
is given by

P(A) 1= (X = 8kf?) (aX* —A[k*A* + BIKI*) |

where the four dimensionless parameters «, (3, v and J are given by

2
Csz Ciy <C13 ) Ces
a=B 0 g pap— (SR ), s 5%
Cy Cuy 7 Cyg Cuy
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From the uniform ellipticity conditions (2.4), we see that the constants satisfy at least o > 0,
B>0,0>0and —2+/af <y < af + 1. See also [17] for a detailed discussion on the ellipti-
city properties of LL. The six roots of p(\) are

:I:r,(k)z:l:m?,|k|, i:1,2,37

where the (possibly complex) constants ¥J; are given by

+9, = +V05 +9, =+ YtV —4ap V72 —4ap +9y =+ T VAT Aab V72 —4ap
’ \ 200 ’ \ 200 '

In terms of the original elastic constants, 9, = 7 4 7 and ¥} = 7 — 7, where 7 is defined in (5.8)
and 7 is defined as

s V/v/Ci1Cxs + Ci31/y/C11C33 — Ci3 — 2Cyy

2\/C33Cyy
The exact form of 2 will vary depending on whether the roots repeat or are complex, but
the formula (5.10) for the reduced matrix A holds for all cases. ]

The matrix A(k) is positive definite for all k # 0 so long as
m >Oandn2 >0.

Clearly 7, > 0 by the ellipticity conditions on C44 and Cgg, but the region in R* describing
the range of C;y, C;3, C33 and Cy4 for which 1, > 0 is more difficult to describe. However, it
is a nonempty set; in fact it can be checked that 7, is positive for the materials whose elastic
constants have been determined in [17, pg. 3]. A special case is when /CC33 — Cj3 —2Cyq =
0; it is straightforward to check that 77, > 0 exactly when

é<5<6+§+a+@\/1+4awhmo<a<2+ﬁ,

6+%+0¢—M\/1+4a<B<6+%+a+w\/1+4awhen2+\@<a.

«

5.1 The 1D equation

Clearly the reduced 2D operator is isotropic, and so it will suffice to consider the case
W (' ug) = W(uy) ;

the other case
W (" uy) = W(uf)

is equivalent to the first case via a rotation of coordinates. Similar to the previous sections, we

drop the superscripts on ufr, u;r for simplicity. Our reduced nonlocal system reads

k®k 2 k MIW 9
(Ulk]I+(?72771)|k| P ) {Z;Ekﬂ =-F Bw&ﬁﬂ onT. (5.11)

If we assume additionally that 9,, W =0, i.e. W(uy,u) = W(uy), then we can solve for iy in
terms of i1, and substitute into the remaining equation. We obtain the one-dimensional scalar
anisotropic nonlocal equation in Fourier space

djﬁg) i (k) = ~F (W' (2)) G2

]:(Ebtz) (kl,kz) =
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Inverting the Fourier transform and using (5.2), we obtain the scalar nonlocal equation

Luy (X],xz) =-Ww (M2 (xlax2)) s ()C],)Cz) € Fa

lim w (x1,x) =+1, x €R, (5.13)
xp—Foo
where
mmlk®
(£ () 12k} + 11k 2 (K) (5.14)

If n; > 0 for i=1, 2, this equation has the same form as the 1D reduced equation in the case
of isotropic elasticity [4]. Setting u=1,/2, p=1 and g =, /n, with k; in place of k3 in
proposition 4.1, we obtain the following:
Proposition 5.4. The integral form of L defined in (5.12) is

1

Lw(x) == | (wh—y)+wx+y)=2wx)K()dy,
T R2
where
Azt + B2+ Cz
K(z) =mm—— 2= (5.15)
|z] (771Z1 +772Z2)
with

A= 377? —2mm, B=2 (37712 —Smm + 377%) , C= 377% —2mm (5.16)
is the unique solution in C*°(R?\ {0}) to the PDE

1
(01 +md2) K (z) = mn (07 + 03) LZP] . (5.17)
Proposition 5.5 (Homogeneity and positivity of kernel for case lll). Define n; and n, as
in (5.6) and (5.7). Let the kernel K : R*\ {0} — R be defined as in (5.15) and (5.16). Then K
satisfies the following:

(i) K(x) = K(—x), K(px) = p—>K(x) for p>0.
(ii) [x*DK(x)| < % for any multi-index a € N} and any x # 0.
(iii) K is the unique solution to the equation (5.17) in C>=(R?\ {0}) that is homogeneous of
order —3.
(iv) Suppose that the five elastic constants are in V. Then there exist positive constants ¢

and C depending only on the five elastic constants such that ﬁ <K(x) < ﬁ

Proof. We proceed identically to proposition 4.2. Set ¢ =mn;/n,. The roots of E/(Q) =
4 K(cos(8),sin(6)) for § € [0,7/2] are are 0, /2, and arccos((), where

do
C__\/1+2€—2\/1+£2
o 0—1

for ¢ € (1/2,3/4)U(4/3,2) .

In the range § < ¢ <2, ( €[0,1] only for £ € (1/2,3/4) U (4/3,2). Therefore, the equation
K'(6) = 0 has exactly three solutions in [0, 7/2] for £ € (1/2,3/4) U (4/3,2), and exactly two
solutions otherwise. Therefore K(x1,x;) > 0 if and only if K(#) > 0 if and only if

K(0)>0, K(n/2)>0, and K(arccos(¢))>0when/ € (1/2,3/4)U(4/3,2).

25



Nonlinearity 37 (2024) 025010 Y Gao and J M Scott

Substituting directly gives the relations

2(3¢-2)
T > O,
2(3-2¢)>0, (5.18)
B+ PR+ 1+VE+1+1 4 1 3
>0when - </f<2o0r-<{<-—.
202 3 2 4
Clearly the third relation in (5.18) is always satisfied, and the other two relations give the
condition 2/3 < £ < 3/2. O

Note that taking the elastic constants as in (2.5) gives % =1-v.

6. Bounded stable solutions have 1D profiles

We now prove well-posedness and properties of solutions to the reduced scalar equations. We
simultaneously consider the following three settings:

(M W(uy,uz) = W(u,), u = u, satisfies (3.3), the kernel K is defined in proposition 3.4, and
the elastic constants satisfy the assumptions of proposition 2.4.

(1) W(uy1,u3) = W(u3), u = us satisfies (4.2), the kernel K is defined in proposition 4.2, and
the elastic constants satisfy the assumptions of proposition 2.5.

(IT) W(uy,uz) = W(ua), u = us satisfies (5.13), the kernel K is defined in proposition 5.4, and
the elastic constants satisfy the assumptions of proposition 5.2.

Thanks to the work in the previous sections, each of these settings can be cast in the mold
of the following problem: find u satisfying

Lu(x1,x0) = =W (u(x1,x%)), (x1,x%)€R?,

. 6.1
Xll_l&loou(xl,xg)::tl, x €R, ©.1)
where x = (x1,x2),
1
Lw(x) == | (wh—y)+wx+y)=2wx)K()dy, (6.2)
R2

and where the nonlocal kernel K € C*°(R?\ {0}) satisfies

(i) K(x) = K(—x), K(px) = p~3K(x) for any p >0,
(i) [x*D*K(x)| < &5 for any multi-index a € N2 and any x # 0,

x|3

(iii) there exist positive constants ¢ and L such that # < K(x) < s forall x € R?\ {0}.

In this section, we show that any bounded stable solution in each setting (I), (II) and (IIT)
has a 1D profile, i.e. u(x) = 9 (e - x) for some e € S!, where 1 is the unique (up to translations)
solution to a 1D scalar problem.

Let us first clarify the definition of stable solutions.

Definition 6.1. We say that u is a stable solution to (6.1) if
/ (Lv+W" (u)v)vdx >0 foranyve C2(R?).
]RZ
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Define the total energy of u in any Euclidean ball By C R? as

E2 (1;Bg) = < // (@) —u () PK (x—y) dedy+ [ W(u(x) dr
4 Jrescro\Be X B By (6.3)

C
= ng (u; Br) + F (u; Br),

where K satisfies properties (i)-(ii)-(iii) above. In this general setting we can obtain the interior
BV estimate for stable solutions.

Lemma 6.2. Let |u| < M be a bounded stable solution to (6.1) in the sense of definition 6.1.
Assume that W satisfies (2.14) and L, := max{2, HWHCZ,a(R)}. Then there exists a constant
b
C = C({,L,M,L,) such that for any B CR*> and R > 1,
|Vu|dx < C(¢,L,M,L,)Rlog (L,R), &€ (u,Bg) < C({,L,M,L,)Rlog? (L.R). (6.4)
Br
Sketch of the proof of lemma 6.2. We only sketch the proof of this lemma because it follows

the same procedures as [4, proposition 4.5].
The first key ingredient is the interior BV estimate for any direction e € S!

[, @atnac) | [ oo | < cwn FE2

7 2 (6.5)

| 1vut @< c@) (14 VEGED).

1

2
Indeed, let P, .u be a local perturbation of u such that P, .u(x) = u(x — te) for x € B 1 and ||
small enough. Then using the identity for the nonlocal energy &, cf [4, lemma 4.1], we have

E (1, Br) + & (1. Br) +2 / / (u(—te) —u(x)), (u(y— 1) — u(y))_ K (x—y)dudy

< g (M,BR) + 5 (Pt,euaBR) 5

where uy := max{P; .u,u},u, := min{P, ,u,u}. This, together with the equality for the local
energy F(u,Bg) + F(uy,Bg) = F(P; .(u),Br) + F(u, Bg) and the property (iii) for the kernel
0< ﬁ < K(x—y), we have

ED (i, Br) + E (1yr. Br) + C(5) / / (o —te) —u(x)), (u(y— 1) — u(y))_ dxdy

< E‘(I)\ (M,BR) +E(I)‘ (Pt,euvBR) .

Then by the stability of the solution u, we conclude
2

[ Gl te) = o)) Gl = 10) ~ )y < C16) 5 o).

R2

Dividing both sides by #> and taking t — 0, we conclude the first equation (6.5). The second
equation is a direct consequence of the first equation by noticing |Vu| < |0, u|+ |0,,u| and

the minimum of [; (Jeu(x))+dx < %\/5(%31).
2
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The second key ingredient is a sharp interpolation inequality proved in [5, lemma 3.1]

_ 2
cwm) < [ 1=t gy < coayiogt (1+ [ [Tular)
R2 X R2\ B X BS x =yl B,

where Lo := max{2, ||Vu|| - g, }. Using this and (6.5), we have

J

IV (x) [dx < C (8, M) <1+\/C(M)logL2 <1+/B |Vudx)>

< 7“6’1‘?1"“* +5/ IVulds,
B>

where L, is a constant depending on ||W/|| 2.« and d > 0. Then using the property (i) for the
b

1
2

kernel K, by a standard scaling argument and an iteration procedure, one can complete the
proof. O

Thus for each setting (I), (I), and (IIT), we conclude that

Theorem 6.3. Assume that |u| < M is a bounded stable solution to (6.1) and W satisfies (2.14).
Suppose the kernel K satisfies conditions (i)-(ii)-(iii) above. Then u has a 1D monotone profile
and |u| < 1. Moreover, the solution to (6.1) can be characterized as u(x) = (e - x) for any e :=

(cos,sind) € S' with fixed 6 € (—%, %), where v is the unique solution (up to translations)
to the 1D scalar problem
i —1
—A)? =W , €ER,
(=A)2 4 (x1) 7i(cosd,sinf) (Y (1)), x
xll_lgloo¢(xl) ==+1,

and where m is the symbol associated to L that is defined in (3.4), (4.4), or (5.14).

Sketch of proofs for theorem 6.3. The proof is same as that of [4, theorem 4.6], so we only
sketch it.

First, combining the energy estimate (6.4) with the interior BV estimate (6.5), we obtain
that as R — o0, for any direction e € S' and any half ball in R?> we have

du>0inR> or du<0inR? forany e € S!,

which yields the conclusion that « has a 1D monotone profile.
Second, we need to find ¢ such that u(x) = ¢(e - x) satisfies (6.1), i.e.

—F (W' (w) (k) = =F (W (¢ (e x))) = m (ki k2) F () (k) = m (ky,k2) F (¢ (e -x)) (k).

Then using elementary calculations, and the property that the Fourier transform commutes
with rotations, one has

1
m(cos@,sinf)

k| (ki) = — F (W' (¢)) (i),

which concludes the AD scalar problem for ).
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Proofs of propositions 2.4, 2.5, and 5.2. From theorem 6.3, the solution to (6.1) is unique
and has a 1D profile. That means the solutions to (3.3), (4.2) and (5.13) is unique and has a 1D
profile respectively. From obtained one component of the 3D solution, we can further solve
for the other two components in the 3D system by using the elastic extension based on the
relevant Dirichlet-to-Neumann map in section 2 (see [7] for the details in the fully isotropic
case). Finally, the unique stable solution to the full 3D system corresponding to each of the
three settings is obtained. O

Remark 6.4. For more general anisotropic materials, or for elastic coefficients not satisfy-
ing (2.11), the expression of the matrix A associated to the Dirichlet-to-Neumann map is more
complicated, making the program followed in this work less tractable. The results in this paper
remain open in those more general settings.
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